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Abstract

Numerous 6D pose estimation methods have been proposed
that employ end-to-end regression to directly estimate the tar-
get pose parameters. Since the visible features of objects are
implicitly influenced by their poses, the network allows infer-
ring the pose by analyzing the differences in features in the
visible region. However, due to the unpredictable and unre-
stricted range of pose variations, the implicitly learned visi-
ble feature-pose constraints are insufficiently covered by the
training samples, making the network vulnerable to unseen
object poses. To tackle these challenges, we proposed a novel
geometric constraints learning approach called Geo6D for di-
rect regression 6D pose estimation methods. It introduces a
pose transformation formula expressed in relative offset rep-
resentation, which is leveraged as geometric constraints to re-
construct the input and output targets of the network. These
reconstructed data enable the network to estimate the pose
based on explicit geometric constraints and relative offset
representation mitigates the issue of the pose distribution gap.
Extensive experimental results show that when equipped with
Geo6D, the direct 6D methods achieve state-of-the-art perfor-
mance on multiple datasets and demonstrate significant effec-
tiveness, even with only 10% amount of data.

Introduction

6D pose estimation has drawn widespread attention as the
essential prerequisite for emerging applications, such as
robotic manipulation, autonomous driving, and augmented
reality (Geiger, Lenz, and Urtasun 2012; Xu, Anguelov,
and Jain 2018; Chen et al. 2017). In the computer vision
community, several approaches have been proposed to es-
timate the transformation pose from the object frame to
the camera frame. These existing methods can be cate-
gorized into two distinct groups: indirect and direct ap-
proaches. Indirect methods (Wang et al. 2019; He et al. 2020,
2021) usually first predict an intermediate feature and then
use post-processing optimization algorithms, such as least-
squares fitting and iterative Perspective-n-Point (PnP) algo-
rithms (Su et al. 2022; Haugaard and Buch 2022; Li, Wang,
and Ji 2019; Kiru, Patten, and Pix2Pose 2019; Rad and Lep-
etit 2017), to calculate the target pose based on the trans-
formation or projection equation. The direct methods (Jiang
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Figure 1: Existing direct pose estimation methods adopt im-
plicit visible feature-pose constraints, that the visible feature
of objects depends on its pose, having the fragility to unseen
pose. The Geo6D approach introduces novel geometric con-
straints to rebuild the input and optimization target of the
network. It enables the network to regress the pose from ex-
plicit geometric constraints and show the resistance to un-
seen poses.

et al. 2022; Li et al. 2018; Wang et al. 2020, 2021; Sun
et al. 2022; Mo et al. 2022) directly predict the final 6D
pose parameters (e.g, rotation angles, and translation vec-
tors) by the neural network in an end-to-end manner. How-
ever, both methods have their respective weaknesses. Al-
though indirect approaches build the geometric constraints
by intermediate geometric features, the detached two-stage
pipeline makes the optimization target suboptimal, and the
time-consuming iterative fitting in the pose estimation stage
is an impediment in reality. On the contrary, the direct meth-
ods have the advantage of efficiency and end-to-end opti-
mization. As shown in Fig 1, these leverage the implicit
constraint to estimate the pose that the visible region of an
object in the input image implicitly depends on the object
CAD model, the camera intrinsic, and its pose. Given that
the CAD model and camera intrinsic parameters are com-
monly known, the network is capable of estimating the pose
based on the visible region of the object. However, the dis-
tribution of poses, specifically the translation component, is
unpredictable and unrestricted. The method of mapping vis-
ible region appearance features to poses cannot cover ev-



ery possibility. This creates a vulnerability to differences be-
tween the distribution of poses in training and testing data,
as well as gaps in appearance domains. This limits the ro-
bustness and accuracy of the system.

To improve the visible feature-pose constraints, recent
methods (Mo et al. 2022; Dong et al. 2019; Zeng et al. 2022)
solve the ambiguity of multiple ground-truth poses relating
to the same visible feature by modeling symmetric objects.
After that, some methods (Sun et al. 2022; Mo et al. 2022)
attempt to leverage an instance segmentation to mitigate the
impact of visible features differences arising from camera
intrinsic factors, the difference in object pose (camera ex-
trinsic) still hampers the capacity of the model to accurately
regress the pose from visible features. Besides, several di-
rect methods (Wang et al. 2020, 2021) introduce an auxil-
iary loss to regress intermediate geometric features, such as
2D-3D correspondences, akin to indirect methods. However,
these geometric features are not complete constraints to en-
able the network to regress the pose parameters based on it.

To solve these issues, we proposed the geometric con-
straints (Geo6D) learning approach that introduces a refor-
mulated pose transformation to establish robust constraints
on both camera and object frames by a relative offset rep-
resentation. Specifically, the proposed Geo6D constraints
are built upon the pose transformation formula. The rigid
object points’ 3D coordinates on the different frames can
be transformed based on the pose. To address the distribu-
tion gap, we introduce a reference point and reformulate the
pose transformation formula from the camera frame 3D co-
ordinate representation (the offset for the visible point to
the camera) to a relative offset for the visible point to the
selected reference point. For making the formula learning-
friendly and mathematically correct during network fitting,
we separate the variables based on coordinate frames as ex-
plicit geometric constraints, demonstrated in Fig 1. For the
camera frame variables, we supply and linearize all required
variables in the camera frame as input and feed them to the
network. For the object frame constraints, we introduce an
additional regression network output head to predict the cor-
responding relative offset value in the object frame.

We encapsulate the Geo6D mechanism as a plugin, which
rebuilds the input and output targets of the network and
integrates it with two pose estimation networks. Extensive
experiments demonstrate the effectiveness of our method,
without sacrificing efficiency in both training and inference
to enhance accuracy and stability and reduce the required
amount of training data. It only requires 10% of training data
to reach the comparable performance of full training data.
Furthermore, we analyze the impact of the Geo6D mecha-
nism from the perspective of the loss function.

To summarize, our main contributions are:

¢ Introducing a pose transformation formula in a relative
offset presentation to establish explicit geometric con-
straints for direct methods.

* Proposing the Geo6D mechanism, a plugin module that
processes input data and optimization targets to adhere to
the geometric constraints, making the network learning-
friendly and mathematically correct.

» Extensive experimental results demonstrate that the pro-
posed Geo6D effectively improves the accuracy of ex-
isting direct pose estimation methods achieving state-of-
the-art overall results and reducing the training data re-
quirement, thus making it more practical for real-world
applications.

Related work
Indirect 6D pose estimation

Indirect methods first predict intermediate geometric infor-
mation and then exploit the projection constraints to esti-
mate the 6D pose by optimization function. Recent meth-
ods (Peng et al. 2019; He et al. 2020, 2021) introduce the
keypoints mechanism in 6D pose estimation and then esti-
mate the 6D pose by a least-squares fitting algorithm, which
takes advantage of the geometric constraints of rigid ob-
jects to train the keypoint prediction network. Different from
the keypoints-based methods, 2D-3D correspondence-based
methods (Su et al. 2022; Hodan, Barath, and Matas 2020,
Haugaard and Buch 2022; Li, Wang, and Ji 2019; Kiru, Pat-
ten, and Pix2Pose 2019; Rad and Lepetit 2017) first estab-
lish the correspondences between 2D coordinates in the im-
age plane and 3D coordinates in the object coordinate sys-
tem by the neural network and then solve the 6D pose by a
PnP or RANSAC algorithm. However, these indirect meth-
ods are only optimized in the first stage rather than the final
pose regression, which is suboptimal compared with direct
methods. Moreover, the optimization is time-consuming and
computationally expensive in practical applications.

Direct 6D pose estimation

To estimate 6D pose efficiently, recent approaches (Mo et al.
2022; Jiang et al. 2022; Li et al. 2018; Wang et al. 2020,
2021) directly regress the final 6D pose parameters from
the neural network instead of intermediate results. Dense-
fusion (Wang et al. 2019) extracts the visible region features
information from RGB-D images by two separate backbones
to extract the features from 2D and 3D spaces and fuses them
with a dense fusion network. Uni6éD (Jiang et al. 2022) sim-
plifies the architecture with a homogeneous single backbone
to process RGB-D data, by introducing the extra UV data
into input to preserve the projection constraints. Since the
corresponding visible features of the object and pose are sen-
sitive to the visual ambiguity of the symmetric object, there
are multiple ground-truth poses related to the same visible
features that confused the network fitting. ES6D individu-
ally models different types of symmetric objects to solve the
issue of multiple pose mapping to the same visible features.
Besides, the camera intrinsic is another factor for visible fea-
tures of the object, Uni6Dv2 adopts an instance segmenta-
tion method to mitigate the impact of visible features differ-
ence from the camera intrinsic difference. However, since
the pose parameters are unpredictable and unrestricted and
the visible features to pose mapping can not be exhaustive
and fragile for the unseen pose of the object in the test scene.
To enhance network training, some methods (Wang et al.
2020, 2021) leverage the intermediate geometric features,
i.e. 2D-3D correspondences, akin to indirect methods as an



auxiliary task to help network fit the pose transformation.
However, the constraints from intermediate geometric fea-
tures are insufficient to enable the network to regress the
pose parameters based on it.

Geometric constraints in 6D pose estimation

The indirect methods usually utilize different geometric con-
straints to train a neural network to predict intermediate fea-
tures such as predefined keypoints and 2D-3D correspon-
dence. It has an explicit correlation between the input and
output target features, which is easier for network optimiza-
tion. Unlike the indirect method, the direct method needs
to regress the pose parameters by the network, which re-
stricts the network output target. To provide more geometric
constraints information, some methods (Wang et al. 2020,
2021) apply an additional network output head and auxil-
iary loss to regress intermediate geometric features such as
2D-3D correspondences matrix or render alignment. How-
ever, the geometric correlations between the network out-
put pose parameters and input data still are not explicitly
established. Hence, we propose the Geo6D mechanism to
establish an explicit geometric constraint by reformulating
the input and output to hold the proposed relative offset rep-
resentation pose transformation formula and make the pose
estimation process easily trainable by the network.

Method

The Geo6D mechanism is proposed to enable the network to
regress the pose in an end-to-end manner with explicit geo-
metric constraints. In this section, we first introduce our ge-
ometric constraint-based 6D pose estimation method. Then
we present how to adopt the proposed constraints in these
direct methods, and finally, we analyze the impact of the
Geo6D mechanism from the perspective of the loss function
that balances of rotation and translation part training losses.

Geometric constraints for direct pose estimation

Current end-to-end direct regression methods (Sun et al.
2022; Mo et al. 2022) usually adopt a two-stage pipeline.
In the first stage, an instance segmentation is utilized to crop
and mask the candidate objects from the RGB-D image. In
the second stage, the 3D coordinates XY D of each object,
projected from the depth image and concatenated with the
RGB channel are fed into the pose regression network to di-
rectly regress the pose parameters, i.e. the rotation matrix
R € SO(3) and translation vector ¢t € R3.
According to the pose transformation formula

T a
[y] =Rx |b| +t, €))
d c

any visible point on the target object surface with the camera
frame coordinates (z;,y;,d;) has its corresponding object
frame coordinates (a;, b;, ¢;). Similarly, the camera frame
coordinate (zg,yo,do) and the corresponding object frame
coordinate (ag, b, co) of the centroid of all visible points
should satisfy Eq (1). We can obtain the following naive ge-
ometric constraints by substituting coordinates of any visi-
ble point (x;, y;, d;) and the reference point (¢, yo, do) into

Eq (1) successively and then subtracting both sides equally:

T, — Xo a; — aop
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However, these constraints only preserve the rotation part
of the pose parameters and eliminate the translation part,
which provides no benefit to regressing the ¢ during train-
ing. To preserve constraints of the rotation and translation at
the same time, we scale all coordinates with respect to their
corresponding depth value d; or dy before subtracting and
resulting in the following geometric constraints:
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As shown in Fig 2, we divide the variables in Eq (3) into
two groups according to whether they can be captured dur-
ing the inference phase. Since Az, Ay, Ad, d;dy and df’zio
can be calculated from the camera frame coordinates, these
variables can be fed into the network directly as the cam-
era frame constraints. On the contrary, the object frame
coordinates a;, b;, ¢; can not be captured during the infer-
ence phase and these variables are regressed by the auxil-
iary network head as the object frame constraints. As il-
lustrated in Fig 2, the object frame constraints and the Geo
Head are activated during the training phase but deactivated
during inference. The camera frame constraints and object
frame constraints together make up the proposed geometric
constraints. Because the proposed Geo6D mechanism just
modifies the input and output without any assumption of the
network architecture, it can be plugged into 6D pose direct
regression methods described in the following section.

Learning framework

In this section, we show how to integrate the Geo6D mech-
anism into current RGB-D direct regression methods. The
overall framework is depicted in Fig 2, with our proposed
Geo6D mechanism in yellow. Different from the current
methods taking the RGB and XYD as the network input,
the Geo6D mechanism is based on the geometric constraints
to adopt the camera frame constraint variables AXYD, D -
do, Dt-i?io concatenated with RGB as input, where D and
AXYD stands for the set of all points’ depth value d; and
the offset value Az, Ay, Ad. An additional output head
(Geo head) introduces object frame constraints in order to
regress the AABC. The Geo head is made up of convo-
Iutional blocks that are used to regress the visible points’
relative offset in the object frame and optimize using an L2
loss. To establish explicit geometric restrictions, the object
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Figure 3: The Geo6D balances ADD loss of the rotation part
and translation part on the Occlusion LineMOD dataset.

frame constraints collaborate with the camera frame con-
straints in the input data. It explicitly presents the necessary
variables as input or optimization targets, allowing the net-
work to regress the pose parameters R and ¢ from them.
Furthermore, the pose estimator output changes the transla-
tion vector ¢ with ©t, which the final translation vector ¢
can be deduced by adding the reference point coordinates
to in the camera frame. The pose estimation network can
be summarised as the following function after utilizing the
proposed Geo6D mechanism:

to

R, 6t AABC = [(RGB,AXYD, D - do, -
ede)

). 4

Balanced ADD loss

For most approaches, ADD loss is used to train the net-
work to predict 6D pose. It transforms the points sampled
on the object CAD model by the predicted pose and ground
truth pose in a heterogeneous manner, and minimizes the
distances between matching points in two separate transfor-
mation point sets as follows:

LADD:%ZH (Rpj+f) (Rp; + B3 (5)
J

where p; is the 4" point from m randomly sampled CAD

model’s 3D points in the object frame, (R, %) is the pre-
dicted pose and (R, t) is the ground truth pose. Recombin-
ing Eq (5), it can be reformulated as:

1
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where SR = R— R, ©t =t —t. Since p; is sampled
from the object frame, the centroid of sampled points is ap-
prox to the origin that > ;p; =~ 0. Hence, the ADD loss is
approximately equal to

1
Lapp~ —> (Il Rp;|3) + || o t]3 (7)
J
which consists of the rotation part % > ](|| & Rp;|3) and
translation part || © ¢||3.

Because any point on the object is still inside the circum-
scribed sphere of the object after rotating, the rotation com-
ponent is constrained by the object’s diameter d. The trans-
lation portion, on the other hand, is unbounded since t andf
are absolute 3D translate vectors, signifying the centroid of
the object in the camera frame, which can be any place in 3D
space. As a result, when || © ¢||3 > d, the translation part
may dominate the optimization while the rotation part is ig-
nored. To accommodate the absolute magnitude of the trans-
lation vector, the loss will be downgraded to the /5 loss. The



ADD loss has an apparent imbalance between the rotation
and translation parts, as seen in Fig 3, with the translation
part occupying the majority.

After adopting the Geo6D, the regression target transla-
tion vector is replaced by an equivalent offset value between
the object centroid and the reference point, which range is
transformed into the range (—d/2,d/2) comparable to the
rotation part. As a result, the rotation and translation parts
are balanced in the same magnitude, allowing the rotation
part to converge faster and the balanced loss to produce bet-
ter optimization results. The balanced ADD loss optimizes
the regression network to find correspondences between in-
put data, the CAD model rotated, and the offset translate
vector. Hence, the Geo6D mechanism corrects the ADD loss
degradation and simplifies the pose estimation task.

Experiments
Benchmark datasets

‘We conduct our experiments on three benchmark datasets.

LineMOD (Hinterstoisser et al. 2011) contains 13 se-
quences of 13 low-textured objects. Since there is only about
1.2k real training data annotated with 6D pose, we follow
previous work (Peng et al. 2019; Xiang et al. 2018; He et al.
2020; Jiang et al. 2022) to add synthetic images for training
with 99.71% synthetic ratio.

Occlusion LineMOD (Brachmann et al. 2014) consists
of 1214 testing images that are selected from the LineMOD
dataset in the occlusion scene. Since there is no extra real
training data, the training dataset is the same as LineMOD.
The domain gap between training and testing datasets, as
well as the heavily occluded objects, make it more challeng-
ing for 6D pose estimation.

YCB-Video (Calli et al. 2015) is a large and challenging
dataset that contains 21 objects with 92 RGB-D sequences.
It provides a large amount of real training data holding the
same pose distribution between training and testing datasets.

Evaluation metrics

We adopt the commonly used average distance metrics
ADD, ADD-S, and ADD(S) to evaluate different methods.
ADD evaluates the mean of pairwise distance between two
object point clouds which are transformed according to the
ground truth pose [R, ] and the predicted pose [R, ] re-
spectively:

1 . . _
ADD = — 3 |[(Bp+&) — (Rp+D)| ()
peo

where O denotes the 3D model of a object, p denotes any
point on the model and m denotes total point number in the
model. To alleviate the ambiguous matching of the symmet-
ric objects, ADD-S is adopted to estimate the closest point
distance between two point clouds:

1 X ~ _
ADD-S = — i — .
> min[[(Bpr+8) = (Bp + Dl (o)
p1€O
For convenience, we introduce ADD(S) metric:

ADD O is asymmetric

10
ADD-S O is symmetric (10)

ADD(S) = {

| Geo6D | Occlusion LineMOD | LineMOD | YCB-Video

Uni6Dv2 w/o 40.6 97.2 91.5
Uni6Dv2 w 79.8(+39.2) 99.6(+2.4) | 91.6(+0.1)

Table 1: Evaluation results of Uni6Dv2 with Geo6D on Oc-
clusion LineMOD, LineMOD and YCB-Video datasets.

For LineMOD and Occlusion LineMOD datasets, we choose
the threshold with 0.1d (10% of the diameter of the object)
to calculate the accuracy of ADD(S), following (Peng et al.
2019; He et al. 2021). For the YCB-Video dataset, follow-
ing (Xiang et al. 2018; Wang et al. 2019; He et al. 2020,
2021; Mo et al. 2022), we calculate the AUC (area under
the accuracy-threshold curve) of ADD(S) with a maximum
threshold of 0.1 meters.

Apply Geo6D to different methods

To verify the extensibility of the proposed Geo6D, we apply
it to ES6D (Mo et al. 2022) and Uni6Dv2 (Sun et al. 2022).
These two methods have different frameworks, output for-
mats, and loss functions.

Apply Geo6D mechanism to Uni6Dv2. The input of
Uni6Dv?2 consists of an image patch (RGB, X,Y, D, NRM )
which is cropped by the prediction of the segmentation net-
work in the first stage. The sparse regression network based
on the image patch then regresses the rotation and 3D lo-
cation of each object in the camera frame and trains it using
ADD Loss. To apply the Geo6D mechanism to Uni6Dv2, we
replace the visible points’ absolute positional encoding part
(X,Y, D) with relative values (AX, AY, AD) and follow
Eq (3) supplements the additional component concatenating
with input data among channels. For the output part, we use
an additional Geo head with Conv blocks to regress visible
points” AABC and adjust the regression target of the orig-
inal translation head reformulated as the offset of the refer-
ence point to the centroid At. The comparison results are
shown in Tab 1.

Apply Geo6D mechanism to ES6D. The original ES6D
uses a dense regression network to estimate the offsets of
visible points to an object’s centroid and a confidence score
by feeding input cropped RGB images with vanilla normal-
ized (z,y, d). To reach the final pose, it substitutes a loss for
the ADD loss and chooses the point with the highest con-
fidence score. We alter the input to be Eq (3) and add an
additional Geo head with the same structure as the transla-
tion head to regress AABC in order to apply the Geo6D
method to ES6D. Because ES6D does not give the Occlu-
sion LineMOD result, we implement it on the YCB-Video
dataset, and all results are based on Ground Truth segmenta-
tion masks due to its sensitivity to mask results. We provide
the results about the different amounts of training data in
Tab 2.

Comparison with SOTA methods

We provide comprehensive and detailed comparison re-
sults on Occlusion LineMOD, LineMOD, and YCB-Video
datasets. For the brevity of the paper, category-level exper-



Setting | Geo6D | 10% R+10%S | 10% R+100%S | 100% R+100%S
ES6D wlo 836 90.1 932
ES6D w 84.7(+1.1) 92.3(+2.2) 93.6(+0.4)
Uni6Dv2 | wlo 79.7 88.0 91.5
UniéDv2 |  w 86.5(+6.8) 89.3(+1.3) 91.6(+0.1)

Table 2: Evaluation results of ES6D and Uni6Dv2 with
Geo6D on YCB-Video dataset with different amounts of
training data. R means real data and S means synthetic data.

| PoseCNN | PVN3D | FFB6D | Uni6Dv2 | ES6D | Uni6Dv2+Geo6D | ES6D+Geo6D
Avg | 599 | 918 | 927 | 915 | 932 | 91.6 | 936

Table 3: Evaluation results on the YCB-Video dataset.

imental results on YCB-Video are provided in Supplemen-
tary Materials.

Evaluation on Occlusion LineMOD dataset. The quan-
titative results on the Occlusion LineMOD dataset are pre-
sented in Tab 4. Compared with the baseline Uni6Dv2, em-
ploying the Geo6D mechanism achieves a significant im-
provement (+39.2%) on ADD(S) metric and outperforms
state-of-the-art method FFB6D (He et al. 2021)(indirect
method) by 13.6%. Noteworthy, adopting the Geo6D mech-
anism makes the network more reliable when there are sig-
nificant translation distribution gaps.

Evaluation on LineMOD dataset. The quantitative re-
sults on the LineMOD dataset are presented in Tab 5. Com-
pared with our baseline Uni6Dv2, introducing the Geo6D
mechanism brings a 2.5% performance gain on ADD(S),
demonstrating its effectiveness. Compared to FFB6D (He
et al. 2021), the performance gap is minimal (99.6% vs.
99.7%), while our Geo6D-based direct method has a more
straightforward design and faster speed.

Evaluation on YCB-Video dataset. The quantitative re-
sults on the YCB-Video dataset are presented in Tab 3. We
provide the implementations on the baseline Uni6Dv2 and
ES6D, and introducing the Geo6D mechanism brings a 0.1%
and 0.4% performance gain on the AUC of ADD(S) for full
training data. Due to the large amount of data in the YCBV
dataset, the network can be able to fit some variables, result-
ing in a relatively small improvement with the full dataset.
As the result in Tab 2, the fewer training data, our method
can achieve greater improvement.

In summary, our Geo6D mechanism makes direct 6D pose
estimation methods outperform indirect methods on Occlu-
sion LineMOD and YCB-Video datasets, and achieve com-
parable accuracy on the LineMOD dataset.

Ablation study

In this section, we will analyze the effectiveness of the
Geo6D mechanism and compare different reference point
generation strategies on Uni6Dv2. All experiments are con-
ducted on the Occlusion LineMOD dataset with 10% train-
ing data.

Comparison to 3D coordinate normalization. We intro-
duce the 3D normalization method only converting the coor-
dinate into the offset value to reference points. As shown in
Tab 6 of part (1), the normalized offset value input holds

class | PoseCNN | PVN3D | FFB6D | Uni6D | Uni6Dv2 | Ours
ape 9.6 339 | 472 | 330 | 443 | 646
can 452 886 | 852 | 5Ll 533 | 915
cat 0.9 39.1 | 457 | 46 167 | 632
driller 414 784 | 814 | 584 | 630 | 823
duck 19.6 419 | 539 | 348 | 516 | 639
eggbox 22,0 809 | 702 | 1.7 46 | 954
glue 38.5 681 | 60.1 | 302 | 403 | 950
holepuncher | 22.1 747 | 859 | 321 509 | 82.6
Ave 249 632 | 662 | 307 | 406 | 198

Table 4: Evaluation results on the Occlusion LineMOD
dataset. Symmetric objects are denoted in bold. ”Ours” is
Uni6Dv2+Geo6D.

| PoseCNN | PVN3D | FFB6D | Uni6D | Uni6Dv2 | Ours

ape 77.0 97.3 98.4 93.7 95.7 98.3
benchvise 97.5 99.7 100.0 99.8 99.9 100.0
camera 93.5 99.6 99.9 96.0 95.8 99.6
can 96.5 99.5 99.8 99.0 96.0 99.9
cat 82.1 99.8 99.9 98.1 99.2 100.0
driller 95.0 99.8 100.0 99.1 99.2 99.8
duck 71.7 97.7 98.4 90.0 92.1 97.4
eggbox 97.1 99.8 100.0 | 100.0 100.0 100.0
glue 99.4 100.0 100.0 99.2 99.6 100.0
holepuncher 52.8 99.9 99.8 90.2 92.0 99.7
iron 98.3 99.7 99.9 99.5 98.0 100.0
lamp 97.5 99.8 99.9 99.4 98.5 99.9
phone 87.7 99.5 99.7 97.4 97.7 99.8
Avg 88.6 99.4 99.7 97.0 97.2 99.6

Table 5: Results on the LineMOD dataset. Symmetric ob-
jects are denoted in bold. ”Ours” is Uni6Dv2+Geo6D.

a stable and compact data distribution for the input cam-
era data and achieves 70.7%. However, it only mentions
the camera frame representation breaking the transforma-
tion constraints. As shown in Eq (2), the translation part is
eliminated which is out of optimization. Since the Geo6D
endues the data representation with both camera and object
constraints, the performance improves to 74.2%.

Effect of different components of Geo6D mechanism
To analyze the effect of each input and output compo-
nents adjustment, an ablation study is conducted on differ-
ent components in the proposed geometric constraints equa-
tion Eq (3). As reported in Tab 6, the AXYD significantly
improves by solving the distribution gap issue. Based on
the offset representation, introducing the object frame con-
straints by Geo head shows an advanced performance when
choosing the optimization target following the proposed rel-
ative offset AABC as shown in Eq (3). Taking a channel
as an example, the relative offset forma 3— — g—g follows
the equation and achieves the better performance gain. Com-
pared with only applying the Geo head, additional input of
the components D - dy and Dt":io as the camera frame con-
straints can indeed advance the performance. Furthermore,
as the result in the (3) row, the proposed relative offset rep-
resentation (2—7 — Z—g) outperforms the vanilla normalization
(x; — o), defnonstrating the advantage of introducing the
translate vector into optimization. The last row is performed
without the RGB input to show that the proposed Geo6D
mechanism can perform well without visible feature-pose
constraints.

Comparison to speed and accuracy. When adopting
the proposed Geo6D mechanism to Uni6éDv2, as shown in




Effect of different components in Geo6D mechanism

components \ setting \ ADD(S)
. absolute value 8.5
(1): XYD value ‘ offset value ‘ 70.7
. . absolute value: a; 70.8
(2): (1) + Geo head offset value: a; — ag 71.1
offset value: g+ — 9¢ 72.8

i 0

. . vanilla normalized XYD with D - dy 73.1
(3): @)+ D - dy input proposed normalized XYD with D - dy 73.7
(#): (3) + g input \ 5% input \ 74.2
(5): (4) - RGB input ‘ only the camera frame constraints ‘ 73.7

Table 6: Effect of different components in Geo6D mech-
anism. The best setting in the previous row serves as the
benchmark for the next row.

Reference point generation strategies |

ADD(S
2o and yo \ dy \ )
Projection values nearest depth point 66.7
Projection values mean depth point 72.7
mean of visible points | mean of visible points 74.2

Table 7: Comparison of generation strategies for the refer-
ence point (xq, Yo, dp). “Projection values” denotes calcu-
lating from the pin-hole projection equation.

Fig 4, it merely does not introduce extra time consumption
and helps Uni6Dv2 outperform the current SOTA RGB-D
method FFB6D (He et al. 2021) 13.6% while 5.6 times faster
than it. The improvement demonstrates that the proposed ge-
ometric constraints can facilitate direct network higher per-
formance without scarifying the efficiency.

Comparison to different reference point generation
strategies. To build a stable reference point, we attempt
three different reference point generation strategies, as
shown in Tab 7. The first strategy selects the 2D coordi-
nate UV value (ug, vg) of the ROI region center, the nearest
point’s depth as reference point depth dj, and then calculates
zo and yo based on pin-hole projection equation. The ROI
center as the reference point in the 2D image plane main-
tains a stable UV encoding and attempts to use the center
point’s depth to project the reference point in the 3D space.
However, since the center point in ROI is likely in the out-
side or margin of the object due to the occlusion or the irreg-
ular, the depth value may be lost or a noise point from the
sensor. To alleviate this problem, the second strategy adopts
the mean depth value of the object region as the reference
depth, which improves the stability of the Geo6D mecha-
nism, achieving a 6% improvement from 66.7% to 72.7%.
Besides the reference point selection based on the UV, the
third strategy adopts the mean XYD of visible points as the
reference point. Compared with the selection from UV, it
is prone to consider the 3D shape and shows higher perfor-
mance. Hence, whatever the reference point generation con-
siders the 2D shape or 3D shape, the Geo6D mechanism can
demonstrate its effectiveness.

Comparison to different segmentation results Most of
these methods including our two baseline Uni6Dv2 and
ES6D adopt the same segmentor MaskRCNN. All experi-
ments hold the same upstream segmentation result with their
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Figure 4: Comparison to speed and accuracy on the
Occlusion LineMOD with full amount training data:
Uni6bDv2+Geo6D achieves state-of-the-art accuracy in both
direct regression methods (red dots) and indirect regression
methods (blue dots) methods.

baselines. To evaluate the effect of Geo6D in different seg-
mentation results, we conduct an experiment on the LM-O
dataset to adopt the Ground Truth (GT) mask instead of the
predicted mask, where the GT mask shows a slight 0.3%
improvement from 79.8% to 80.1%. It shows the proposed
Geo6D based on the predicted segmentation result reaching
nearly the upper bound performance and demonstrates the
robustness of the segmentation results.

Comparison to scaling different parts of ADD Loss.
The imbalance of the translation and rotation part in the
ADD loss is due to the issue of unlimited output space of
the translation part. Scaling the two parts into a comparable
level leads to the challenging translation part without enough
optimization. We conduct an experiment based on the anal-
ysis in Fig 3, increasing rotation part weight 4 times, where
the performance decreased from 40.6% to 15.4%. It supports
that only scaling the two-part loss can not achieve the same
effectiveness as our balanced ADD loss.

Conclusion

In this paper, we propose a novel geometric constraints
learning approach for 6D pose estimation that achieves state-
of-the-art performance on multiple benchmarks. First, a non-
ill-conditioned 6D pose transformation is derived. Geo6D
rebuilds the input data based on the derived transformation
and employs a Geo head to strengthen the point-to-point re-
lationship as constraints between the camera frame and the
object frame in a leaning-friendly manner. Extensive exper-
iments show that Geo6D greatly simplifies the task of 6D
pose estimation and can be plugged into various direct meth-
ods such as Uni6Dv2 and ES6D. Experiments also indicate
that Geo6D achieves higher gains with less training data. We
believe the Geo6D mechanism has the potential to inspire
other 3D tasks, such as category-level pose estimation and
3D object detection using RGB-D or Lidar data.

In terms of limitations, Geo6D’s current reference point
generation strategy requires that the mean point be close to
the centroid of the majority of objects. Geo6D struggles to
generate a stable reference point on the CAD model when
the mean point of irregular objects is far from the centroid.
When dealing with irregular objects, more effective genera-
tion strategies must be investigated.
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